
Behavioral/Systems/Cognitive

Topographic Mapping of a Hierarchy of Temporal Receptive
Windows Using a Narrated Story
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Real-life activities, such as watching a movie or engaging in conversation, unfold over many minutes. In the course of such activities, the
brain has to integrate information over multiple time scales. We recently proposed that the brain uses similar strategies for integrating
information across space and over time. Drawing a parallel with spatial receptive fields, we defined the temporal receptive window (TRW)
of a cortical microcircuit as the length of time before a response during which sensory information may affect that response. Our previous
findings in the visual system are consistent with the hypothesis that TRWs become larger when moving from low-level sensory to
high-level perceptual and cognitive areas. In this study, we mapped TRWs in auditory and language areas by measuring fMRI activity in
subjects listening to a real-life story scrambled at the time scales of words, sentences, and paragraphs. Our results revealed a hierarchical
topography of TRWs. In early auditory cortices (A1�), brain responses were driven mainly by the momentary incoming input and were
similarly reliable across all scrambling conditions. In areas with an intermediate TRW, coherent information at the sentence time scale or
longer was necessary to evoke reliable responses. At the apex of the TRW hierarchy, we found parietal and frontal areas that responded
reliably only when intact paragraphs were heard in a meaningful sequence. These results suggest that the time scale of processing is a
functional property that may provide a general organizing principle for the human cerebral cortex.

Introduction
Space and time are two fundamental properties of our physical
and psychological realms. Much is known about the integration
of information across space within the visual system (Sereno et
al., 1995; DeYoe et al., 1996; Malach et al., 2002; Larsson et al.,
2006; Wandell et al., 2007; Silver and Kastner, 2009), but little is
known about the integration of information over seconds and
minutes of time. It is a basic organizing principle of the visual
system that neurons along cortical visual pathways have increas-
ingly large spatial receptive fields (Hubel, 1988); neurons in
higher-level visual areas receive input from many neurons with
smaller receptive fields in early visual areas, and thereby aggregate
information across space. Real-world events, however, occur not
only over extended regions of space but also over extended peri-
ods of time, suggesting that an analogous gradient of scaling and
selectivity may exist in the temporal domain.

We recently demonstrated that the reliability of brain re-
sponses varies differentially across visual areas as a function of the
temporal structure of a silent movie sequence (Hasson et al.,
2008). Drawing an analogy with the spatial receptive field (SRF),
we define the temporal receptive window (TRW) of a cortical
microcircuit as the length of time before a response during which
sensory information may affect that response. Our findings in the

visual system were consistent with the hypothesis that TRWs in-
crease as one moves from low-level (sensory) to high-level (per-
ceptual and cognitive) areas.

To further test this hypothesis and to assess its domain gener-
ality, we mapped the topographic organization of TRWs within
the auditory system. We predicted that, as in the visual system,
the TRWs increase in a gradual topographic manner from early
auditory areas to high- order language areas and, moreover, that
frontal areas will exhibit the capacity to accumulate information
over the longest window of time.

The auditory system can spectrally decompose (Scheich,
1991) a diversity of natural sensations, but is also specialized
(Telkemeyer et al., 2009) toward the detection of linguistically
salient sound patterns and language processing in general. Fur-
thermore, there is a natural correspondence between distinct
time scales of sensory input and separable linguistic units such as
words, sentences, and paragraphs. The latter (paragraph and lon-
ger) time scale determines the context (Xu et al., 2005) or narra-
tive framework (Fletcher et al., 1995; Ferstl and von Cramon,
2002; Ferstl et al., 2005; Whitney et al., 2009) within which much
natural communication takes place.

To assess the time scale of processing within and beyond au-
ditory cortex, we measured the reliability of neural responses
evoked by parametrically scrambled versions of a real-life, 7 min
story. We scrambled the story at the word level, sentence level,
and paragraph level, and also played it backward. All scrambled
versions were reorderings of the same sound segments, varying
only in the coherence of their temporal structure. Although the
stimuli were segmented at natural linguistic boundaries for the
purposes of scrambling, this study was not designed to localize
linguistic or semantic units such as a words area or a sentences
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area. Rather, by comparing neural responses to these differently
scrambled stimuli, we aimed to characterize one property of the
underlying computational process in each brain area: its sensitivity
to information that arrived at differing points in the past.

To assess the reliability of the responses to each stimulus in a
given brain region, we measured, across individuals, the correla-
tion of the blood oxygenation level-dependent (BOLD) signals
evoked in that area. The results indicated that the reliability of
responses varies systematically across brain areas as a function of
temporal structure. The response reliability in early auditory ar-
eas was not affected by the temporal ordering of events. In con-
trast, the reliability of responses in higher brain areas increased
gradually in correspondence with the length of coherent tempo-
ral structures in the stimulus. This hierarchical temporal topog-
raphy corroborates and extends previous findings in the visual
modality. Further, it supports the notion that the sensitivity to
information across time, or TRW, is a general functional prop-
erty and one that may help to bridge our understanding of per-
ceptual, cognitive, and working memory processes in the human
brain.

Materials and Methods
Subjects
Fifteen subjects (ages 20 –36 years), participated in the fMRI study. Con-
ditions in which the head motion were �1 mm or where the signal was
corrupted were discarded from the analysis, and additional subjects were
scanned until data from 11 subjects were collected for each condition.
Overall, seven subjects participated in all five conditions, one subject in
four conditions, four subjects in three conditions, and three subjects in
one or two conditions. Procedures were approved by the Princeton Uni-
versity Committee on Activities Involving Human Subjects. All subjects
had normal hearing and provided written informed consent.

MRI acquisition
Subjects were scanned in a 3T head-only MRI scanner (Allegra; Sie-
mens). A custom radio-frequency coil was used for the structural scans
(NM-011 transmit head coil; Nova Medical). For fMRI scans, 300 vol-
umes were acquired using a T2*-weighted echo planar imaging (EPI)
pulse sequence [repetition time (TR), 1500 ms; echo time (TE), 30 ms;
flip angle, 75°], each volume comprising 25 slices of 3 mm thickness with
1 mm gap (in-plane resolution, 3 � 3 mm 2). Slice acquisition order was
interleaved. In addition, a set of 160 T1-weighted high-resolution (1 �
1 � 1 mm 3) anatomical images of the same orientation as the EPI slices
were acquired for each subject with a magnetization-prepared rapid-
acquisition gradient echo (MP-RAGE) pulse sequence [TR, 2500 ms; TE,
4 ms; slice thickness, 1 mm; no gap; in-plane resolution, 1 � 1 mm 2; field
of view, 256 mm2] and used for cortical segmentation and three-
dimensional (3D) reconstruction. To minimize head movement, subjects’
heads were stabilized with foam padding. Stimuli were presented using Psy-
chophysics toolbox (Brainard, 1997; Pelli, 1997). MRI-compatible head-

phones (MR Confon) were fitted to provide
considerable attenuation to the scanner noise and
to present the audio stimuli to the subjects.

Stimuli and experimental design
Main experiment. Stimuli for the experiment
were generated from a 7 min real-life story
(“Pie-man,” told by Jim O’Grady) recorded at
a live storytelling performance (“The Moth”
storytelling event, New York City). Subjects lis-
tened to the whole story from beginning to end
(intact forward story), as well as to the story
presented waveform-reversed in time (back-
ward story). Subjects also listened to scrambled
stimuli, which were created by randomly shuf-
fling segments of the intact story. The story was
segmented manually by identifying the end
points of each word, sentence, and paragraph.

A segment of two short words was assigned in cases where we could not
separate those adjacent words. Following segmentation, the intact story
was scrambled at three time scales: short (608 words, 0.7 � 0.5 s each),
intermediate (69 sentences, 7.7 � 3.5 s each), and long (11 paragraphs,
38.1 � 17.6 s each). Laughter and applause were classified as single word
events (4.4% of the words). Twelve seconds of neutral music and 3 s of
silence preceded and 15 s of silence followed each playback in all condi-
tions. These music and silence periods were discarded from all analyses.
A typical session was comprised of five runs, each consisting of the pre-
sentation of one condition. Presentation order was pseudorandomized
across subjects. Attentive listening to the story was confirmed using a
simple questionnaire at the conclusion of the experiment.

Localizer experiment. To localize areas that responded reliably to nat-
ural stories, an independent, 15 min, real-life story was played to each
subject. A transcript of the story is provided in Stephens et al. (2010). An
intersubject correlation analysis (see below) was used to identify areas
that responded reliably to this localizer story. This reliability map was
used to define independent regions of interest (ROIs) that exhibited
reliable responses to natural, real-life stories (see ROI analysis, below).

Data analysis
Preprocessing. fMRI data were reconstructed and analyzed with the Bra-
inVoyager QX software package (Brain Innovation) and with in-house
software written in MATLAB (MathWorks). Preprocessing of functional
scans included intrasession 3D motion correction, slice scan time correc-
tion, linear trend removal, and high-pass filtering (three cycles per
experiment). Spatial smoothing was applied using a Gaussian filter of
6 mm full-width at half-maximum value. The cortical surface was
reconstructed from the 3D MP-RAGE anatomical images using stan-
dard procedures implemented in the BrainVoyager software. The
complete functional dataset was transformed to a 3D Talairach space
(Talairach and Tournoux, 1988) and projected on a reconstruction of
the cortical surface.

Intersubject correlation analysis. The central results of this study are
derived from the intersubject correlation analysis. This analysis provides
a measure of the reliability of the responses to a temporally complex
stimulus, such as a story, by comparing the BOLD response time courses
across different subjects [intersubject correlation (inter-SC)]. In another
variant of this method, one can calculate the reliability of responses
within an individual by comparing the BOLD responses to the same
stimulus repeatedly presented within the same individual [intrasubject
correlation (intra-SC)] (Golland et al., 2007; Hasson et al., 2009).
Intra-SC and inter-SC are conceptually distinct metrics; an individual
could exhibit an idiosyncratic response that is the same on every presenta-
tion, which would be show up as reliable when assessed with intra-SC but
unreliable when assessed with inter-SC (Hasson et al., 2009). However, in a
previous study, we found very similar time scale topographies within (intra-)
and between (inter-) subjects in the visual system (Hasson et al., 2008). In
this study, we focused solely on the reliability of responses across
subjects (inter-SC). The inter-SC method differs from conventional
fMRI data analysis methods in that it circumvents the need to specify
a model for the neuronal processes in any given brain region during

Figure 1. Examples of stimuli. A schematic of the stimuli used in the experiment. Forward (brown), backward, and scrambled
(scram) versions of a real-life, 7 min story were used. To generate scrambled versions of the story, natural segments, defined by the
end points of each word, sentence, and paragraph, were randomly shuffled at each of the following time scales: words (yellow),
sentences (green), and paragraphs (blue).
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movie watching. Instead, the inter-SC method
uses the subject’s brain responses to naturali-
stic stimuli (for example, a narrated story) as a
model to predict brain responses within other
subjects.

Correlation coefficients were calculated on
a voxel-by-voxel basis (in Talairach space)
within each condition (forward, backward,
words, sentences, and paragraphs) by compar-
ing the responses across all listeners (inter-SC).
The analysis produced, for each stimulus con-
dition, an average inter-SC map, which was
constructed as explained below.

First, at every voxel, the Pearson product–
moment correlation coefficient �k of subject k
was computed as follows:

�k � ��rk,r�� �
rk�t� � r��t�

��rk�t� � rk�t���r��t� � r��t��
,

where rk(t) is the mean-subtracted response
time course of a voxel to the stimulus presen-

tation for a subject k, r��t� � �
i�k

ri�t� is the re-

sponse time course averaged across all subjects
except k, and r1(t) · r�(t) is the inner product of
r1(t) and r�(t). Next, to create a multisubject

map, the average correlation � � �
i

��rk,r��

was computed at every voxel. Statistical signif-
icance of each � value was computed using a
bootstrapping procedure. For every empirical
time course in every voxel, 1000 bootstrap time
series were generated using a phase-
randomization procedure. Phase randomiza-
tion was performed by fast Fourier
transforming the signal, r�(t), randomizing
the phase of each Fourier component, and
then inverting the Fourier transformation.
This procedure leaves the power spectrum of
the signal unchanged but removes temporal
alignment of the signals. Using these boot-
strap time courses, a null distribution of the
correlation values was determined for each
subject, k, in each voxel, and these were com-
bined to produce a null distribution of the av-
erage correlation, �̃. The null distributions of
average correlations generated in this way at
each voxel were found to follow an approxi-
mately normal distribution and, therefore,
they were fitted at each voxel by a normal dis-
tribution. The p values of the empirical average
correlations were computed by comparison
with these null distributions.

Finally, to correct for multiple comparisons,
we applied the Benjamini–Hochberg–Yekutieli
false-discovery procedure, which controls the
false discovery rate (FDR) under assumptions of
dependence (Benjamini and Hochberg, 1995;
Benjamini and Yekutieli, 2001). More specifi-
cally, after sorting voxels in order of ascending
p value, the significantly correlated across-
subject voxels were defined to be the first k,
where k is the largest integer, such that:

Pk �
k

M � c�m�
q,

where Pk is the p value of t for voxel k, M is the
number of voxels, c(m) � 1, assuming posi-

Figure 2. Effect of scrambling at different time scales. Maps of the reliability of responses across subjects were computed
separately for each condition and superimposed on an inflated brain shown in lateral and medial views. The maps illustrate the
extent of the reliable responses at sequentially higher levels of temporal coherence [backward story (A), word scrambled (B),
sentence scrambled (C), paragraph scrambled (D), and intact forward story (E)] and each map subsumes the borders of the
significantly reliable responses at the previous level. LS, Lateral sulcus; STS, superior temporal sulcus; CS, central sulcus; IPS,
intraparietal sulcus; A, anterior; P, posterior.
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tively correlated t values across voxels, and using a false discovery thresh-
old q � 0.05.

ROI analysis. Widespread areas of cortex responded reliably (q 	 0.05,
FDR corrected) when subjects listened to an independent story (see Lo-
calizer experiment, above). The inter-SC map obtained for the main
story overlapped with the inter-SC map obtained for the localizer story
(compare Fig. 2 E with supplemental Fig. 1 A, available at www.jneurosci.
org as supplemental material). To sample the spatial axis from area A1
toward the temporal-parietal junction (TPJ), we defined a set of ROIs by
manually partitioning the extent of the significantly responsive voxels
in the independent localizer map into five approximately equally
sized adjacent subregions (labeled 1 through 5; Talairach coordinates:
ROI 1: �53, 
19, 5; ROI 2: �58, 
41, 0; ROI 3: �58, 
53, 0; ROI 4:
�56, 
50, 16; ROI 5: �54, 
76, 17). Two additional ROIs in the
precuneus and medial prefrontal cortex (mPFC) were defined from
the data in localizer experiment based on their corresponding ana-
tomical landmarks.

Additionally, we continuously sampled all voxels along the temporal-
parietal axis in the extension of reliable responses in localizer experiment
(supplemental Fig. 1A, available at www.jneurosci.org as supplemental ma-
terial). Then, we calculated a TRW index with the following formula: TRW
index � (�Full Story � �Paragraphs � �Sentences)/3 
 (�Words � �Reverse)/2.
Values closer to 0 indicate that the voxel responded equally to all condi-
tions regardless of the level of scrambling, positive values indicate that the
responses were higher for conditions with longer temporal coherence
(e.g., paragraphs and sentences) than conditions with shorter temporal
coherence (e.g., words and backward). The analysis (supplemental Fig.
1 B, available at www.jneurosci.org as supplemental material) is equiva-
lent to performing the ROI analysis independently for each voxel along

the temporal-parietal axis, and thus complements the main analysis in
which larger and less proximate ROIs are used.

Response amplitude. Due to the nature of our experimental design
(continuous real-life stimuli), we cannot directly assess changes in re-
sponse amplitude relative to a blank baseline. To estimate response am-
plitude, we quantified the SD of the percentage BOLD signal change time
courses. This measure provides a proxy for the overall signal modulations
because small signal fluctuations should cause lower SD and larger fluc-
tuations should cause higher SD. The SD was assessed independently for
each ROI and each condition, first within each subject and then averaged
across subjects.

Unscrambling procedure. The procedure was performed by first
segmenting the BOLD responses for each sentence in the sentences-
scrambling condition, and for each paragraph in the paragraphs-
scrambling condition. The segmentation took the hemodynamic
response function delay into account and was performed on the average
signal across all subjects within a condition. Due to the hemodynamic
response blurring, this procedure was performed only for sentences lon-
ger than 6 s; all segments shorter than this period have been excluded
from the dataset of all conditions for all unscrambling analyses. Then, we
reordered the neural responses of each sentence or paragraph to match
the temporal order of the intact forward condition. Finally, the unscram-
bled sentences response time courses were correlated with the responses
to the intact forward story (CFS:UnS) and the unscrambled paragraphs
response time courses were correlated with the responses to the intact
forward story (CFS:UnP). Finally, we compared the forward and time-
reversed backward responses (CrB:F). To that end, we flipped the average
response to the backward condition in each voxel and then shifted the

Figure 3. Hierarchical topography of temporal receptive windows. Response reliability (inter-SC) to auditory narratives as a function of temporal structures average across all subjects. Circled
numbers correspond to graphs in Fig. 5. A voxel was assigned the label “backward” (red) when it was significant in all inter-SC maps (Fig. 5, ROI 1). A voxel was assigned the label “word scram”
(yellow) when it was significant in all inter-SC maps except backward (Fig. 5, ROI 2). Similarly, a voxel was assigned the label “sentence scram” (green) when it was significant in all inter-SC maps
except word scram and backward (Fig. 5, ROI 3). A voxel was assigned the label “paragraph scram” (blue) when it was significant only in the paragraph scrambled inter-SC maps (Fig. 5, ROI 4). Circled
numbers indicate the approximate location of the ROIs along the A1-TPJ axis used in the ROI analysis. LS, Lateral sulcus; STS, superior temporal sulcus; CS, central sulcus; IPS, intraparietal sulcus; A,
anterior; P, posterior; scram, scrambled.
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time courses by �t � 5 s to correct for the hemodynamic delay (Hasson
et al., 2008).

Results
To examine changes in brain responses as a function of the time
scale at which auditory information was preserved, we paramet-
rically varied the time structure of the audio recording. To scram-
ble the story, we first divided it into natural segments defined by the
end points of each word, sentence, and paragraph. Next, the tempo-
ral order of the story was randomly shuffled at each of the following
time scales: words (0.7 � 0.5 s), sentences (7.7 � 3.5 s), and para-
graphs (38.1 � 17.6 s). Finally, to thoroughly disrupt the temporal
history of each moment in the stimulus, we reversed the story’s audio
waveform (backward condition). The experimental design is sche-
matized in Figure 1 (see Materials and Methods for more details).

Response reliability across brain regions for different
time scales
The data were analyzed using an inter-SC analysis. First, we
mapped the voxel-by-voxel inter-SC within each condition
(story, paragraph scrambled, sentence scrambled, word scram-
bled, and backward) by correlating the fMRI BOLD responses in
that voxel across subjects (Fig. 2) (Hasson et al., 2004, 2010). In
brain areas where responses are driven primarily by instanta-
neous features of sensory input, the responses should be reliable
in all conditions, regardless of temporal scrambling. In contrast,
in brain regions where responses depend on sensory information
accumulated over several seconds or more, the reliability of the
responses should depend on the time scale of scrambling.

Early auditory areas (A1�) responded reliably to all condi-
tions regardless of their temporal structure and exhibited short
TRWs (Fig. 3, red). Moving rostrally and caudally from A1� to
higher-level areas, the reliability of responses became increas-
ingly dependent on the level of stimulus-preserved temporal
structure (Figs. 2– 4). Areas adjacent to A1� along the superior
temporal gyrus exhibited an intermediate TRW (Fig. 3, yellow
and green). The longest TRWs were found in the posterior supe-
rior temporal sulcus (pSTS), the TPJ, the precuneus, and the
frontal cortex (Fig. 3, blue). In these regions, reliable responses
were evoked only by the paragraph scrambled and by the intact
story conditions (Fig. 2). The topographic organization of TRWs
was strikingly consistent across all levels of analysis [i.e., individ-
ual maps (Fig. 4), group map with seven contingent subjects
(supplemental Fig. 3, available at www.jneurosci.org as supple-
mental material), and 11 mixed subjects (Fig. 3)].

A hierarchy of time-scale sensitivity was also observed in an
ROI analysis (Fig. 5). To better characterize the time-scale gradi-
ent along the superior temporal gyrus, we sampled the time
courses of five equally sized ROIs that tiled the A1–TPJ axis (Fig.
3, approximate centroids). ROIs were defined functionally using
independent auditory stimuli (for details and Talairach coordi-
nates, see Materials and Methods). Consistent with the voxelwise
analysis, we found that early auditory areas (A1�, labeled as ROI
1 on the axis) exhibited high correlations for all conditions, in-
cluding the backward, words, and paragraphs-scrambling condi-
tions. Such findings suggest that the reliability of responses in this
area is not dependent on coherent temporally extended structure.
Moving rostrally from A1� toward the TPJ, the reliability of
responses becomes more dependent on intact temporal struc-
ture, with ROI 2 responding reliably only to stimuli that preserve
the information structure of words and longer, ROI 3 only for
sentences and longer, and ROI 4 only for paragraphs and longer.
In ROI 5 (the TPJ), the responses were reliable in both the

paragraph-scrambled and forward-story conditions, but with
significantly greater reliability when the story was presented. To
further assess the gradual change in the TRWs, we sampled all
voxels along the temporal-parietal axis that exhibited reliable re-
sponses in the independent localizer experiment (see Materials
and Methods and supplemental Fig. 1, available at www.
jneurosci.org as supplemental material). Similar to the voxel-by-

Figure 4. Hierarchical topography of temporal receptive windows in single subjects. Re-
sponse reliability (inter-SC) to auditory narratives as a function of temporal structures for seven
individual subjects, identified by initials. Reliability is assessed by comparing responses of each
individual against the average of the responses of the remaining individuals. Figure layout is
identical to that in Figure 3. LS, Lateral sulcus; STS, superior temporal sulcus; CS, central sulcus;
IPS, intraparietal sulcus; A, anterior; P, posterior; scram, scrambled.
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voxel mapping (Fig. 3) and the ROIs analysis (Fig. 5), we
observed a gradual change from areas with short TRWs to areas
with long TRWs along the temporal-parietal axis.

We note that scrambling at the word level can slightly decrease
the rate of recognition of individual words (Holtzman et al.,
1986). Nevertheless, a slight reduction in intelligibility in the
words scrambling condition does not compromise the finding of
a graded ordered topography of reliability when combining re-
sults across all five conditions.

Unscrambling the responses to scrambled stimuli
The TRW hypothesis predicts that a region with a given TRW
length will respond similarly to a coherent event of that length
regardless of the larger temporal context. For example, if the
processing time scale of a region coincides with the sentence time
scale, then presenting the same sentences in different orders
should not make a difference (i.e., the response pattern evoked by
sentence B in such a region will not depend on whether it precedes or

follows sentence A). To test this prediction,
we compared the time course evoked by the
intact story with unscrambled (reordered)
versions of the time courses evoked by
the sentence-scrambled and paragraph-
scrambled conditions. The unscrambling
procedure is feasible only in cases where the
length of each segment is longer than the
hemodynamically induced temporal blur.
We therefore excluded sentences shorter
than 6 s (46% of all sentences) from all con-
ditions in this analysis, and did not perform
the analysis for the words-scrambled condi-
tion (see Materials and Methods for details).
In addition, we compared the responses to the
intact story with time-reversed responses to
the backward story (Hasson et al., 2008).

After unscrambling the brain re-
sponses, it was clear that the responses in
A1� were similar across all conditions,
regardless of the temporal order. That is,
we observed strong correlations when com-
paring the intact forward story with the
time-reversed backward story (CFS:rB), with
the unscrambled sentences (CFS:UnS), and
with the unscrambled paragraphs (CFS:

UnP). The similarities were observed in the
raw unscrambled time courses, as well as
in the mean inter-SC coefficients (Fig. 6).
Thus, consistent with the hypothesis that
A1� has a short TRW, we found that the

responses in A1� are induced by the moment-to-moment audi-
tory input independent of the temporal history.

The TRW within the posterior superior temporal gyrus (ROI 3)
(Figs. 3, 5) coincides with the time scale of single sentences. We
observed that the unscrambled sentences time course correlated
with the responses to the intact story (CFS:UnS) (Fig. 6). This indicates
that the responses in this ROI are largely unchanged when the sen-
tences are embedded within a meaningful story or presented in a
random order. Finally, the TRW within the TPJ (ROI 4) (Figs. 3, 5)
coincides with the time scale of the entire paragraph (�38 s), as the
responses to the intact story were only correlated with the unscram-
bled paragraphs time course (CFS:UnP) (Fig. 6).

The longest TRWs were observed in the precuneus and
frontal areas
The longest TRWs were observed in the precuneus and mPFC
(Fig. 7). These ROIs were defined anatomically using an indepen-

Figure 5. Activation profiles from the ROIs along the A1–TPJ axis. Inter-SC shown as a function of temporal disruption of the auditory story in several independently defined ROIs. ROIs correspond
to circled numbers in Figure 3. Early auditory areas (A1�, ROI 1) exhibited short TRWs, responding reliably to all conditions regardless of the level of temporal scrambling. Areas adjacent to A1�
along the superior temporal gyrus exhibited an intermediate TRW. Here, coherent information at the words (ROI 2), sentences (ROI 3), or longer time scales was necessary to evoke reliable activity.
The longest TRWs within this axis were found in the posterior superior temporal sulcus and the TPJ. In these regions, reliable responses were evoked only by the paragraphs condition and the intact
story condition (ROIs 4 and 5). FS, Forward story; P, paragraph; S, sentence; W, word; B, backward.

Figure 6. Comparison of responses to the unscrambled (reordered) story with responses to the intact story. Moment-to-
moment responses in A1� evoked by the intact story are similar to the unscrambled backward, unscrambled sentence, and
unscrambled paragraph response time courses. In area 3, the time courses to the intact story temporally resemble the unscrambled
sentence and unscrambled paragraph time courses. In area 4, only the unscrambled paragraph time course is correlated with the
intact story. These findings indicate that the responses within each processing stage are predominantly determined by the tem-
poral structure within its preferred temporal window and are largely insensitive to longer temporal structure.
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dent localizer. In both areas, we observed reliable responses (high
inter-SC) only when presenting subjects with stimuli containing
information coherent over long time scales. Moreover, although
the precuneus responded reliably to both the paragraph-
scrambled and the forward-story conditions, only the forward-
story condition evoked reliable responses in the mPFC. Finally,
the unscrambling analysis indicates that the responses in the pre-
cuneus are similar for both the intact story and for the unscram-
bled response to the paragraph-scrambled condition (CFS:UnP),
confirming that the time scale of processing in this area coincides
with relatively long time scales (�30 s). In contrast, the activation
time course in the mPFC during the intact story did not correlate
with unscrambled patterns from any of the other conditions.

Dissociation between the time scales of processing and
response amplitudes
Areas that responded with low reliability to the temporally
scrambled and time-reversed audio recordings nevertheless
showed high response amplitudes to those same stimuli (supple-
mental Fig. 2, available at www.jneurosci.org as supplemental
material). Response amplitudes were estimated by computing the
SD of the responses over time within each ROI. Our analysis
revealed that the SDs were indistinguishable for all conditions in
all of the brain areas examined (supplemental Fig. 2). The mea-

surement of response reliability can therefore uncover effects that
response amplitudes alone do not reveal. Disrupting temporal
order had no affect on BOLD response amplitudes, even in brain
areas in which it dramatically reduced response reliability. This
establishes a clear dissociation between response reliability and
response amplitude of the BOLD signal.

Discussion
In this study, we measured neural responses to a real life auditory
story and to temporally scrambled and reversed versions of that
story. The results revealed a hierarchical topography of TRWs
across the human brain in all subjects (Fig. 4). In early auditory
regions (A1�), we observed similar responses to the same local
elements of the soundtrack, regardless of the coherence of the
temporal structure (whether played backward or scrambled at
different temporal resolutions), suggesting that responses in
these areas are driven primarily by the momentary features of the
auditory input. In areas with an intermediate TRW, the level of
coherent structure required for reliable responses coincided with
the time scale of single sentences, regardless of whether the indi-
vidual sentences were placed within a longer meaningful struc-
ture. Finally, we found areas with a very long temporal window at
the upper end of the hierarchy. These areas responded reliably
only in cases where sentences were embedded within coherent
paragraphs and, in some cases, only when the paragraphs were
organized to form a meaningful story.

The topography of TRWs parallels the topography of SRFs.
For example, when still images of faces and cars were broken into
increasing numbers of pieces and scrambled, a similar hierarchi-
cal axis was found across space (Lerner et al., 2001). That is, a
gradual transition was observed from sensitivity to spatially local
object features (in early visual areas) toward more global and
holistic representation (in higher-order visual areas).

Time scale of processing and functional specialization
Although knowledge of the size of the TRW does not determine
the function of a brain area, the TRW does constrain the possible
functional specializations of an area. The idea that networks of
brain regions can provide context for one another’s processing
has been proposed previously (McIntosh, 2000). However, for
reasons of experimental control in the subtraction paradigm,
previous imaging studies have mostly evaluated the processing of
either short semantic units [e.g., processing of isolated words
without context (Booth et al., 2002; Marinković, 2004)] or sen-
tences (Hashimoto and Sakai, 2002; Homae et al., 2002; Fried-
erici et al., 2003). Studies that have evaluated contextual
processing at several levels simultaneously within the same exper-
imental design (Mazoyer et al., 1993; Xu et al., 2005) have focused
on the classic linguistic distinctions between phonological, lexi-
cal, or semantic processing.

In this study, parametric manipulation of the temporal struc-
ture revealed three distinct processing stages of the incoming
audio soundtrack. First, perceptual sensory areas (Fig. 3, red)
analyze low-level acoustic properties and encode low-level lin-
guistic information, such as formant transitions in stop conso-
nants (�20 – 40 ms) and single syllables (�150 –300 ms)
(Poeppel, 2003). These areas are optimized for rapid processing
of the instantaneous audio properties of a stimulus, regardless of
its content or meaning, and they respond similarly to the intact
and the time-reversed (meaningless) playback of the same story.
Second, higher-order linguistic areas process lexical items and
grammatical structures within the boundaries of single sentences
(Fig. 3, yellow and green). Such a hierarchical division is consis-

Figure 7. TRW in the high-order mPFC and precuneus. A, Inter-SC correlation in the precu-
neus and mPFC evoked by forward story. B, Time course correlation analysis is identical to that
shown in Figure 5. C, The results of the unscrambling procedure, as applied in areas 1– 4 (Fig. 6).
In the precuneus, only the unscrambled paragraph time course is correlate with the intact story,
confirming that the time scale of processing in this area is relatively long (�30 s). In the mPFC,
the reliable responses during the intact story did not correlate with unscrambled patterns from
any of the other conditions. P, Paragraph; S, sentence; W, word; B, backward; FS, Forward story;
UnP, unscrambled paragraphs; UnS, unscrambled sentences; rB, reversed backward; A, ante-
rior; P, posterior; SAG, sagittal.
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tent with the observation in a recent study that core auditory
regions exhibit high levels of sensitivity to acoustic features,
whereas downstream auditory regions in the pSTS show greater
sensitivity to speech intelligibility (Okada et al., 2010). Third,
extra-linguistic areas (Fig. 3, blue) extract the meaning and con-
text embedded in both the intact paragraphs and the story as a
whole. This extended network of areas is involved in comprehen-
sion of the fully intact narrative. The extra-linguistic areas in-
clude the precuneus, the medial frontal cortex, inferior frontal
gyrus, and pericingulate cortices. This observation is in agree-
ment with the findings of numerous previous studies examining
levels of speech comprehension (Scott et al., 2000; Wilson et al.,
2008; Whitney et al., 2009).

Boundaries in a TRW map do not necessarily correspond with
boundaries in functional specialization. Consider, for example,
that the memory trace of a previous sentence can provide contex-
tual pragmatic cues for the processing of sentences that follow
(Carpenter et al., 1995). Considering this, the processing time
scale of a sentence-processing area should be larger than the time
scale of single sentences. In that respect, it is noteworthy that
posterior areas within the supramarginal gyrus exhibit sensitivity
to the paragraph time scale, although they are part of the classi-
cally defined linguistic network. Moreover, we did not observe
sharp boundaries between different levels of processing, but
rather a gradual transition from one stage to the next (see sup-
plemental Fig. 1, available at www.jneurosci.org as supplemental
material).

TRWs in relation to working memory and predictive coding
Our hypothesis, that each brain area accumulates information
over its preferred time scale, is a novel one. As a long-term goal,

we hope to link the notion of TRWs with
the influential bodies of research on work-
ing memory (Miller, 1960) and predictive
coding (Rao and Ballard, 1999; Kiebel et
al., 2008). Working memory (WM) is the
capacity for actively maintaining infor-
mation from the recent past to process
and act in the present (Baddeley, 1999;
Miyake, 1999). Although existing models
of WM differ, they focus on how atten-
tional or executive processes help to
maintain representations of information
in the face of interference or distraction
(Baddeley, 1999; Engle et al., 1999;
Cowan, 2001; Jonides et al., 2008). Stan-
dard WM models can account for data
from controlled experiments in which
information is maintained over time,
but they make few predictions about
how the brain accumulates complex
temporal structures. The TRW frame-
work is an attempt to characterize how
information is actively integrated (as
opposed to statically maintained) over
time. The results suggest that the tem-
poral integration of information is a dis-
tributed and hierarchical process. It is
distributed in that each brain area has
intrinsic capacity to process natural
stimuli over time. It is hierarchical in
that the capacity of each TRW increases
from early sensory areas to higher-order

perceptual and cognitive areas. Furthermore, whereas most
WM paradigms try to account for memory in artificial and
abstract situations (e.g., remembering lists of unrelated
items), our paradigm aims to study more naturalistic situa-
tions in which the incoming information has to be continu-
ously accumulated and integrated with prior context. This
notion is more closely related to the notion of long-term
working memory suggested by Ericsson and Kintsch (1995), in
which, after extensive experience in a particular domain, the
relevant memory representations are altered so that domain-
specific memory capacity is dramatically expanded (Van Ge-
nuchten and Cheng, 2010).

The TRW notion may also be related to predictive coding.
Accumulation of information over time can be used not only for
interpreting the incoming input in light of past context, but also
for predicting the future. Kiebel et al. (2008) suggested that pre-
dictions are signaled throughout the cerebral cortex, and that
sensory information is reconciled with an internal model by a
hierarchical cascade of corticocortical interactions. Consistent
with this proposal, it may be argued that regions with longer
TRWs will make predictions about forthcoming events with cor-
respondingly larger time scales. Indeed, in language and commu-
nication, predictions have been shown to be essential both for
semantic and syntactic processing (Pickering and Garrod, 2007).
For example, the beginning of a sentence predicts its closure and
the likely content of a sentence is predicted by its narrative con-
text. Future studies will be required for investigating the relation-
ship between the time scales over which neural circuits integrate
information from the past and the time scales over which they
forecast the future.

Figure 8. An integrated view of the proposed hierarchy of time scales in visual and auditory modalities. A, The hierarchical
temporal topography in the auditory domain. B, The hierarchical temporal topography in the visual domain [adapted from Hasson
et al. (2008)]. C, Overlay of the results from A and B. The yellow line indicates the overlap, which occurs mostly in BA 39 and BA 40,
and partially in lateral BA 7 and posterior BA 22. A, anterior; P, posterior.
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Time versus accumulation of information over time
Neurophysiological studies have shown that the spatial receptive
field of a neuron can shrink or expand as a function of the task
and surrounding information (Moran and Desimone, 1985;
Sheinberg and Logothetis, 2001; Furmanski et al., 2004). We be-
lieve that similar flexibility should be found for TRWs, given that
events of similar content can unfold at varying rates. A sentence
spoken at one-third its normal rate does, after all, remain easily
intelligible. The size of the TRWs should therefore vary more in
accordance with the amount of information conveyed via differ-
ent semantic units such as words, sentences, and paragraphs than
in accordance with any absolute temporal period.

Although information and time scales are intimately con-
nected, they are still distinct aspects of a stimulus. An analogy to
the spatial receptive field is, again, illustrative. Just as two areas
with the same spatial receptive field size in the inferior temporal
cortex can have distinct functional selectivity properties (e.g., one
responds to faces and the other to inanimate objects), two areas
with similar TRWs can process distinct types of information over
time. To demonstrate the generality of the TRW concept, we
combined the TRW map obtained using the scrambled sequences
of a narrated story (Fig. 3) with the TRW map obtained using the
scrambled sequences of a silent movie (Hasson et al., 2008). Su-
perposition of the visual and auditory TRWs maps (Fig. 8) sug-
gests that the orderly hierarchy of TRWs is a general topographic
organization principle of the human cortex. The early visual and
auditory cortices have short TRWs, whereas the TRWs can be
seen to gradually increase as one moves to higher-order areas.
Moreover, some of the longer TRWs seem to be multimodal, as
they clearly process long temporal structures, whether presented
aurally or visually. The maps overlap mostly in high-order areas
such as Brodmann areas (BA) 39 and BA 40, which are known to
be involved in semantic processing. Some overlap also occurs in
the lateral BA 7 and posterior BA 22. Interestingly, the silent
movie did not evoke reliable responses in frontal areas. Thus, for
this particular dataset, we do not see overlap between the audio
and visual stimuli in frontal cortices. However, other movie stim-
uli do evoke reliable responses in these areas (Jääskeläinen et al.,
2008; Hasson et al., 2010), and additional studies will be needed
to better understand information accumulation over long time
scales and across modalities in frontal cortices.

Conclusion
To conclude, the past is always present; each moment in our life is
linked to and bounded by the preceding events. Our study dem-
onstrates that the brain relies on a distributed hierarchical net-
work of brain areas to accumulate information over time. Early
sensory cortices, such as primary auditory and visual cortices, can
accumulate information over relatively short time scales (up to
hundreds of milliseconds), whereas high-order areas can accu-
mulate information over long time scales (up to many minutes).
These findings reveal a new topographic organization of TRWs
that is analogous to the well established hierarchy of SRF sizes in
the visual cortex (Hubel, 1988).
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Sams M (2008) Inter-subject synchronization of prefrontal cortex he-
modynamic activity during natural viewing. Open Neuroimag J 2:14 –19.

Jonides J, Lewis RL, Nee DE, Lustig CA, Berman MG, Moore KS (2008) The
mind and brain of short-term memory. Annu Rev Psychol 59:193–224.

Kiebel SJ, Daunizeau J, Friston KJ (2008) A hierarchy of time-scales and the
brain. PLoS Comput Biol 4:e1000209.

Larsson J, Landy MS, Heeger DJ (2006) Orientation-selective adaptation to
first-and second-order patterns in human visual cortex. J Neurophysiol
95:862– 881.

Lerner Y, Hendler T, Ben-Bashat D, Harel M, Malach R (2001) A hierarchi-
cal axis of object processing stages in the human visual cortex. Cereb
Cortex 11:287–297.

Malach R, Levy I, Hasson U (2002) The topography of high-order human
object areas. Trends Cogn Sci 6:176 –184.

2914 • J. Neurosci., February 23, 2011 • 31(8):2906 –2915 Lerner et al. • Topographic Mapping of Time Scales
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